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ABSTRACT
This paper proposes a real-time solution to setting up a vir-
tual trial-room for on-line portals selling apparels using a
generic web camera interface to the portal. The user selects
an image of an apparel from the on-line display and captures
his/her own videos. The proposed method detects the pose
of the user as well as various anthropomorphic features such
as length and thickness of upper limbs and the dimensions of
the torso. We use a background subtraction based method-
ology to segment out the human body from the image. The
segmented human body contour is represented by a 1D curve
by computing the distance of a point on the contour from
the body centroid. Various extremities of body parts are
found out by measuring the curvature. Using the detected
feature points, we use a cloth fitting algorithm to fit the gar-
ment to the users body. The entire process is performed at
30fps, providing a realistic rendering of virtual clothing for
any user

Categories and Subject Descriptors
I.3.5 [Computer Graphics]: Computational Geometry and
Object Modeling; I.4.8 [Image Processing and Com-
puter Vision]: Scene Analysis; I.4.7 [Image Processing
and Computer Vision]: Feature Measurement

Keywords
Virtual trial-room, generic web camera, cloth fitting, back-
ground subtraction.

1. INTRODUCTION
Virtual trial rooms for on-line portals selling apparels have

become quite useful in the present scenario with the increas-
ing popularity of on-line shopping among the masses. Buy-
ing of apparel at the web portal makes users question their
choice which to some extent has led to the abandonment
of the shopping cart. These web portals make use of aug-
mented reality which helps them to simulate virtual trial
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rooms. The trial rooms allow users to visualize themselves
in the apparel of their choice before purchasing it and also
without physically putting them on. In all the usual cases,
the customer stands in front of a screen which shows the
real-time visualization of him/her wearing the virtual ap-
parel [6].

Several commercial applications exist in the present mar-
ket for Virtual Trial Room(VTR) implementation [8]. Styku
[2] with the help of its body scanning technology provides
size and fit prediction of the chosen garment on the scanned
body. The body scanning is implemented using Microsoft
Kinect device which creates a complete 3-D model of the
user. Similarly, FaceCake’s Swivel [3] is labeled as a try-on
system that allows users to see how apparels and accessories
look on them in real-time. It superimposes a still image of
the apparel on the user’s body. It also embeds a style advi-
sor which recommends what accessories go well with what
garment as the user tries on. It also uses Microsoft Kinect
device for its virtual fitting machine. Another augmented
reality based 3D fitting room system, Fitnect [1] also uses
Microsoft Kinect to provide 3-D garment modelling and ren-
dering to preview products virtually without putting them
on physically.

There has been previous works in this field of virtual cloth
fitting. An image based approach for virtual cloth fitting de-
scribed in [10] uses Microsoft Kinect camera to generate a
convincing garment simulation. The motion and the defor-
mation of the virtual garment is estimated by tracking the
user’s skeleton and utilizing the corresponding video stream
of the actual garment worn by the user. An image process-
ing method for virtual fitting room described in [8] uses face
detection methodology to detect the reference points and
uses augmented reality marker to overlay the virtual cloth-
ing over the user’s image. However, Kinect as a household
device is still far from reality and most users do not have
any access to Kinect. On the other hand, most household
PCs have web cameras that should be used for such an ap-
plication. However, a lack of 3D data from such cameras
makes the problem very difficult.

In our work, we have used a generic web camera which is
easily available to capture the video of the user instead of
Microsoft Kinect as in [10]. The remainder of the paper is
described as follows: Section 2 describes the method of data
acquisition from a generic web camera. Section 3 describes
the classification of the feature points obtained from the
distance curve into head, tip of feet and hand, neck and
elbow points. Section 4 describes our cloth fitting algorithm.
Section 5 presents our experimental results and Section 6



concludes the paper.

2. DATA ACQUISITION
The proposed system uses a generic web camera that is

usually embedded in all present day laptops for video ac-
quisition. The camera first records the background without
the moving foreground object i.e the user. After sometime
the user is allowed to be in the field of view of the web cam-
era. Using background subtraction methodology, the human
body i.e. the user is segmented out from the video. For tth

frame, we can represent our observed image as

ft(x, y) = ht(x, y) + nt(x, y) (1)

where ft(x, y) represents the observed image, ht(x, y) is the
original image and nt(x, y) represents the noise perturba-
tion. A filtering mechanism reduces the noise variance in
the background which helps to make our segmentation re-
sult precise. The following equation [9] for tth frame is used:

ht(x, y) = αht−1(x, y) + (1− α)ft(x, y) (2)

where α defined as 0 < α < 1 represents a constant factor
which dictates the importance of the previous and current
estimates.

2.1 Frame Difference
The moving object can be easily extracted out by taking

the difference between the two consecutive frames, as this
is mostly indoor image. For outdoor video, one can use the
Gaussian Mixture Model based method as described in [9].
Frame differencing is possible as we have assumed that the
background pixels are static and the foreground pixels are
moving. The frame difference output is then converted into
a binary image by using thresholds [7]. This can be written
as

FD(x, y)res = |frame(x, y)n − frame(x, y)n−1| (3)

where frame(x, y)n refers to the nth frame.
In the resultant image frame, pixels with an intensity value
greater than or equal to some threshold (Thresfd) is given
the value 1 and the pixels with values lower than Thresfd
are given the value 0. Pixels with the value 1 are more likely
to be foreground pixels whereas the pixels with value 0 are
more likely to be a part of the background. Thus we have a
binary frame difference image.

2.2 Background registration and subtraction
We have assumed that the foreground is not stationary.

Hence we need a video input. From the resultant image of
the above operation, pixels having the same intensity for a
long time are most likely to be the background pixels [7].
A matrix (having the same size as that of the frame) is
maintained. The (i, j)th value in the matrix denotes for how
many number of frames the intensity of the (i, j)th pixel of
the current frame has been stationary. If this value exceeds
a certain number, then that pixel is considered to be a part
of the background. In this way, the background is recorded
and by finding the difference between the current frame and
the background, the moving object i.e. the human body
can be easily detected and segmented out. Further noise
which may still exist in the background mask is removed by
refining. At the end of all these steps, we have obtained the
background as a black blob whereas the object appears as a
white blob.

2.3 Identification of high curvature points
After finding the object mask, 1-D contours of the object

is found which is then fitted in a rectangle which best fits
its dimensions i.e. all the pixels in the 1-D contour of the
moving object lie inside the rectangle. The centre of the
mass of the object and the orientation angle of the object
is found out. The formula below can be used to be find out
the orientation [7] :

θ =
1

2
tan−1[

µ1,1

µ2,0 − µ0,2
] (4)

where µp,q is the central moment with degree (p, q) which
can be computed as

µp,q =
∑∑

(x− x̄)p.(y − ȳ)q (5)

where (x, y) belongs to the points on the contour and (x̄, ȳ)
denotes the centre of the mass of the object.

The midpoints of the sides of the best fitting rectangle are
found out and are named as A,D,B and C in the clockwise
manner beginning from the top. This would be helpful for
pose estimation described later in this section.

Having known the centre of mass and the points of the
contour of the foreground object, we calculate the Euclidean
distance of each point from the centre and use it to draw a
curve known as the distance descriptor. Distance is calcu-
lated using the formula:

Dist =
√

(x− x̄)2 + (y − ȳ)2 (6)

. To remove the spikes and erroneous points from the curve,
the distance descriptor is filtered using the formula:

DLowi =
1

2 ∗ n+ 1

n∑
j=−n

Disti+j (7)

where ‘n’ can be any positive integer which signifies the span
of the number of regions which we want to average in order
to smooth the distance descriptor.
To locate the head, tips of hand and feet, we need to lo-
cate the high curvature points i.e. the local maxima on the
filtered curve. Local maxima is found by calculating the
gradient of the points on the curve. Gradient of any point
on a curve can be found by differentiating the curve with
respect to x co-ordinate at that point.
Local maxima points will be those points which will have
points with negative gradient to the left of it and points
with positive gradient to the right of it. The curvature of
each of the high curvature points denoted by (xc, yc) is cal-
culated using the formula [7] :

θi = cos−1[
u.v

mag(u).mag(v)
] (8)

where u.v denotes the dot product between the vectors u
and v for the ith high curvature point. The vectors u and v
are estimated as:

u(xf , yf ) = (xc+k, yc+k)− (xc, yc) (9)

v(xf , yf ) = (xc−k, yc−k)− (xc, yc) (10)

Here the point (xc+k, yc+k) represents the point on the 1-D
contour whose x co-ordinate and y co-ordinate is ‘k’ more
than the respective co-ordinates of the high curvature point.
Similarly, (xc−k, yc−k) represents the point on the 1-D con-
tour whose x co-ordinate and y co-ordinate is ‘k’ less than



the respective co-ordinates of the high curvature point. The
value of ‘k’ can be any positive integer(we have considered
‘k’ to be 20). The θi obtained is always greater than 0 and
is less than or equal to π.

3. POSE ESTIMATION
For pose estimation of the segmented human body, the

midpoints of the rectangle A,D,C and B (as discussed in the
previous section), the orientation of the body and curvature
of the high curvature points are estimated [5].

3.1 Identification of Head, tip of Feet and Hands
To locate the head, first the search region is estimated. As

the bounding rectangle best fits the human body, it has been
observed that the head is likely to be located in the upper
half of the rectangle i.e above the line joining C,D and below
the point passing through A, when the orientation of the
body i.e θ >= 15◦ when the user is in the standing posture
and his head is always above his feet. In this search region,
the high curvature points are found out. The following cases
may occur:
1. If only one high curvature point is obtained, then that
point is classified as the head.
2. If two points are found, then their curvature angles θi are
compared. The point which satisfies the angle constraint is
selected as the head. If none or both of the points fulfil the
criterion, then the one with the smaller curvature angle is
selected and marked as the head.
3. If no point is found in the search region, then point A is
selected and marked as the Head.

To locate the tip of feet, the search region estimated is the
lower half of the rectangle i.e below the line joining C,D and
above the line passing through B. High curvature points are
found in this region. The following cases may arise:
1. If two points are found and they satisfy the angle con-
straint, then those two points are classified as feet.
2. If more than two points of interest are found, then the
two points which have the maximum distance from the head
point, is considered as the tip of feet and is marked.

The remaining unmarked high curvature points are likely
to be the potential points for the tip of hands. If more
than two points are found unmarked, then among them, the
two points which have maximum distance from the centre
of mass is classified as hands. If no points are found, then
automatically points C and D are marked as tip of hands.

3.2 Identification of Neck and the Elbows
To begin with, we first try to locate the neck point on

the 1-D contour. It is geometrically observed that the neck
point divides the line joining the tip of the head and the C.G
in the ratio 1:2 as in [5]. With the help of the neck point,
the left and right elbow points can be estimated.

The left elbow points denoted by {EL1, EL2} and the right
elbow points denoted by {ER1, ER2} is approximately near
the midpoint ML and MR of the line joining the neck point
and the tip of left and right hand respectively. Depending
on where ML and MR lies, the following cases may arise:

1. For the left hand, if the midpoint ML lies within the
contour, a line inclined at a certain estimated angle (we have
taken the angle to be approximately 90◦)is drawn through
the point which intersects the contour at two points. The
intersecting point on the contour with the minimum cur-
vature, is considered to be one of the elbow points (EL1).

Depending on where the above elbow point is obtained i.e
in the upper or lower contour, a perpendicular line can be
drawn from that point to the lower or upper contour in or-
der to locate the other elbow point (EL2).
2. For the left hand, if ML lies outside the contour, then
again a line inclined at a certain estimated angle is drawn
which intersects the contour at two points. The one with
the minimum curvature is chosen as one of the elbow points
(EL1). In the same way as described above, the other elbow
point(EL2) is found out.

4. CLOTH FITTING
The feature points on the 1-D contour thus obtained can

be used to draw a time varying stick figure,using a time-
varying directed acyclic graph (DAG),G(t)=(E(t),V(t)),
with its directed edges {ek(t) ∈ E(t)}, representing the
bones in the body and the vertices {vi(t) ∈ V(t)} rep-
resenting the joints. The time varying nature of G(t) is
not due to change in edge connectivity with time but due
to changing vertex locations and possible occlusion of some
joints.

For the purpose of cloth fitting [4], we first try to super-
impose the cloth on a human template model. We ask users
to stand in front of the web camera in a specified posture
(we used the T-pose as the initial posture for our purpose) so
that the initial cloth fitting can be done in this posture itself.
For this initial fitting of the upper garment, we fit three rect-
angles Rectlhand, Rectrhand, Rectbody for the left hand, right
hand and body respectively. As the body moves, the orien-
tation of the edges vary with time and accordingly we fit the
rectangles so that the cloth fits precisely on the body.

For the hands, the width of the rectangles Rectlhand and
Rectrhand can be obtained by calculating the distance be-
tween the two elbow points for either hands({EL1,EL2} for
left hand and {ER1,ER2} for right hand). The length of the
above rectangle is the length of the edge which joins the neck
point and the midpoint of the elbow points for either hand.

For the body, the length of the rectangle Rectbody is equal
to the length of the edge between the neck point and the
centre of mass while the width of the rectangle is obtained
by calculating the distance between two points on the con-
tour which are again obtained by drawing a horizontal line
through the centre of mass(points obtained are the torso
points). The user may want the cloth to be either skin fit-
ting or loose fitting. For the former, the length of the best
fit rectangle Rectbody is calculated as discussed above. For
the latter, the length of Rectbody is increased by an amount
α, where α is a positive constant which depends on the size
of the user.

To find the orientation θk(t) of the edge at any time ’t’
representing the hands, we use the formula:

θk(t) = tan−1 yelbow(t)− yneck(t)

xneck(t)− xelbow(t)
(11)

where (xelbow, yelbow)represents the midpoint of the two el-
bow points of each hand and (xneck, yneck) represents the
neck point.

After initial cloth fitting is complete, we need to mould the
edges of the garment around the body to give an impression
to the user that he/she is actually wearing that garment. To
fit the garment perfectly, some post processing is required.

The points of the rectangles(Rectlhand,Rectrhand,Rectbody)
which lie inside and/or on the 1-D contour are considered to



be the points on the garment. The points of the rectangle
lying outside the contour are considered to be extra pieces
of the cloth and are discarded.

5. EXPERIMENTAL RESULTS
The proposed method has been implemented on a com-

puter which runs Windows 7 operating system with i7-2600
CPU @ 3.40Ghz, 16GB RAM and NVIDIA GeForce GTX
560i GPU. Microsoft Visual C++ 2010 with OpenCV library
is used for the required segmentation and cloth fitting.The
frame width and height of the video is 640 and 480 respec-
tively and the frame rate is 30 frames/second assuming that
the web camera is stationary.

In Section 2.2, the number of frames for which the pixels
were observed before classifying them as background is taken
to be 80 frames in our experiment. In Section 2.3, while
filtering the distance descriptor, the span of the number of
regions which we want to average in order to smooth the
curve is taken to be ’13’ i.e for our purpose, we have taken
’n’ to be ’13’. In Section 3.1, the curvature angle constraint
for identifying the head is observed to be less than 179◦. For
identifying the tip of feet, the curvature angle of the high
curvature point has to be less than 100◦. For identifying the
tip of hands, there’s no specific angle constraint that needs
to be satisfied.

A snapshot of the initial video taken by the user is shown
in Figure 2. This figure describes that the initial T-pose
which we have used for calibration. The object mask of the
user that is segmented out from the background is shown
in Figure 3. The outline of the object mask obtained is not
smooth due to the noise present in the background of the
initial video. In Figure 4, the white blob represents the fore-
ground object which is segmented from the initial video. In
Figure 6, the 1-D contour of the foreground object i.e the
user is shown, where the point N indicates the estimated
neck of the user,points E1 and E2 corresponds to the up-
per and lower elbow points and two extremities of the hand
points are marked as Limbs. After obtaining and classifying
the feature points, the chosen garment is fitted on the con-
tour using the cloth fitting algorithm in Section 4. Figure 5
demonstrates the initial fitting of the virtual cloth (Figure
1) on the user. After post processing, the precisely fitted
apparel on the user’s figure can be seen in Figure 7 and 8.

Our system has certain shortcomings. In the poses where
the hands of the user is below the torso, it becomes difficult
to estimate the limb points. Hence, the cloth cannot be
fitted properly as shown in Figure 9. Similar difficulty is
observed with Microsoft’s Kinect device too as when the
hands of the user is below the torso, the depth of the limb
points coincide with the depth of the torso points making it
difficult to be estimated precisely.

6. CONCLUSIONS
In the proposed system we attempt to provide a real-time

solution of setting up a VTR for the on-line portals selling
apparels using a generic web camera. The same can be done
with the help of Microsoft Kinect device which, although
cheap is not available to all the general users. Thus this
algorithm uses web camera which are embedded with the
present day laptops to provide a cheaper interface to the
virtual world of trial rooms. This also makes our proposed
system commercially viable.

Figure 1: A sample apparel which is to be fitted.

Figure 2: A snapshot of the video taken by the user.

Figure 3: The object mask.



Figure 4: The segmented human body from the
video.

Figure 5: The user with the virtually fitted apparel

Figure 6: The 1-D contour is fitted in a bounding
rectangle and the feature points are marked on the
contour where ’E1 and E2’ represents the Elbow
points, ’N’ represents the neck point.

Figure 7: The user with the virtually fitted apparel
after post processing



Figure 8: The user with the virtually fitted apparel
in a different pose

Figure 9: Demonstrating the shortcomings of our
system

In our proposed work, we have assumed the web camera
to be stationary. Virtual cloth fitting with moving camera
is the task which is yet to be explored. In our proposed
system the user only moves horizontally. Vertical movement
towards or away from the camera, or sideways posture is not
permitted as image depth analysis using the web camera is
not incorporated in our proposed system. Incorporation of
the same would provide a good competition to Microsoft
Kinect device as the same result can then be obtained using
a camera which is easily and cheaply available nowadays.
The texture rendering of the apparel onto the segmented
body is also not attempted here. In our future work, we will
eventually try to implement the same. We are also trying to
increase the accuracy of the implementation, but the main
strength of the method lies in the cloth fitting using 2D
images without any depth cues for cloth fitting.
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